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Data Platform use cases

Centralized data processing infrastructure

Data management - storage, metadata, log ingestion,
replication, retention

Data processing - batch, streaming, aggregations
Data analytics - SQL, reporting, quality

Data products - curated datasets
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Data Platform
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On-prem and Open Source
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Complexities and contributions

e Adoption of open source ecosystem components at scale
o Solving Data Processing and Data Analytic use cases
e Contribution to open source with features around scalability and reliability
o Unique problems seen at scale and solutions for those
e Active engagement with vendor and open source contributors
e Discuss requirements and opportunities to solve complex problems
e Building strong relationships with community
o Building strong technical teams to scale Twitter business
o Graduating developers to committers and beyond



Why Cloud?

e Realize story around Unified Data and Machine Learning
e Rapidly grow / shrink
e A broader geographical footprint for locality and business continuity
e Solve complicated problems for max ROI
o Capacity management
o New features and technologies
o Ecosystem integration '
e Access to other Google offerings such as BigQuery, CloudML, Cloud
DataFlow, VertexAl etc



Beginning of the Cloud Journey

e Evaluate new features and capabilities provided by cloud vendors
o Particularly to support ML/Al use cases
o Cost v/s capability
e Compare and contrast with on-prem infrastructure
o Benchmarking, stress testing and evaluation
o |dentify scalable and extensible components
e Justify the need for adoption
o Pick right use cases
o Utilize new features and capabilities
e [argeted rollout for specific use cases
o Learn, rinse, repeat



Projects for enablement of cloud

e Integration with existing Twitter infra
o Metadata integration
e Cloud Resource organization
o Projects, buckets, tables and more
e Security
o ldentity management, extending Twitter security controls
e Data’'Replication Service
o Batch, Streaming, and CDC
e Networking
e Evaluation of new services
o Dataflow, PubSub, BigQuery, etc.



Metadata Integration

e Started with in-house Data Access Layer
o Data Replication
o Data Retention
o Data management (Permission, schema,

ownership...)

e |Integrate cloud services with DAL

e Ensure compliance and security for cloud
storage services:
o Data annotation
o Compliance enforcement

e Considering open source alternatives
o DataHub, Open Metadata, Open Lineage
© No end-to-end out-of-the-box solution
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Data Replication at Scale (PBs)

e Ability to scale replication to and from cloud
o High throughput data transfer
o Streaming
o Change data streams
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Easy Onboarding

e [ooling to manage security perimeters
o VPC SC setup
o ldentity and access management mapping
o Extending onprem roles to cloud
e Onboarding Cloud services
o Terraform setup
o Cloud agnostic APls for resource provisioning
e Chargeback of cloud services
o Cloud resource utilization monitoring and alerting
o Integrate with other systems (including on prem)
e [ooling for easier cloud adoption
o Migration tooling, Onboarding guides and templates, Provisioning,
. Auditing...



Support Impact

e Increased support load
o Different systems on prem and in the cloud
o Tooling to support new systems
o Permissions, setup, and resource provisioning
e Guidance for customers
o Choosing the right technology for the use case
o Communicating cost implications
e Ongoing support
o Migration, Monitoring, Alerting, Capacity management, auditing ...



Focus on standards

e Uniformity across on-prem and the cloud
e Focus on standards and widely adopted interfaces
o Kubernetes
o Apache Beam
o Open Lineage
o Open Metadata
o SQL
e Adoption of open source projects
o Supporting complex data intensive applications
o Machine Learning pipelines '




Multi Cloud

e [0 support continued growth
o Explored AWS for serving and GCP for offline use cases
e Challenges of using cloud agnostic vs cloud native solutions
o For storage, compute and larger use cases
e Data Movement challenges
o Across cloud and onprem
o Realtime and cost efficient data movement solutions
e Compliance and Security
o Providing uniform constructs for users
e Serving and Processing near cloud
o How to satisfy either needs on different clouds



OnPrem

Build or adopt pro;ect

for all parts of
Infrastructure

Focus on scaling
Infrastructure
deployments

Operate and evolve
onprem stack with
small teams

Utilize open source
where possible
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Cloud or Hybrid

e Choice of all Cloud or Hybrid
e \What is the future?
o Adoption cost
o Migration cost
o Maintenance cost
e \Where do we innovate and invest
o Build solutions on-prem or hybrid
o Buy solutions which are cloud specific



‘Take away

e Use cloud to solve a specific problem
o Understand its limitations

e Migration is the majority of the work
o Projects should take that into account

e Lots of room for development efforts and
projects

e Adopt interfaces, standards, @nd open source |

e More hybrid cloud awareness in OSS projects
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